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Generating Actionable Predictions regarding MOOC Learners’ Engagement in Peer Reviews

Abstract—Peer review is one approach to facilitate formative feedback exchange in MOOCs; however, it is often undermined by low participation. To support effective implementation of peer reviews in MOOCs, this research work proposes several predictive models to accurately classify learners according to their expected engagement levels in an upcoming peer-review activity, which offers various pedagogical utilities (e.g., improving peer reviews and collaborative learning activities). Two approaches were used for training the models: in situ learning (in which an engagement indicator available at the time of the predictions is used as a proxy label to train a model within the same course) and transfer across courses (in which a model is trained using labels obtained from past course data). These techniques allowed producing predictions that are actionable by the instructor while the course still continues, which is not possible with post-hoc approaches requiring the use of true labels. According to the results, both transfer across courses and in situ learning approaches have produced predictions that were actionable yet as accurate as those obtained with cross validation, suggesting that they deserve further attention to create impact in MOOCs with real-world interventions. Potential pedagogical uses of the predictions were illustrated with several examples.

Index Terms— engagement prediction, MOOC, peer review, transfer across courses, in situ learning

1 INTRODUCTION

MASSIVE open online courses (MOOCs) have fast increased in popularity over the past few years, enabling millions all around the world to receive free education in many subject areas with a basic Internet connection. Enrollments in MOOCs usually scale up to thousands [1] and contain a diverse population of learners with different knowledge levels, goals, learning preferences, and engagement styles [2]–[4]. While MOOCs are quite promising in democratizing education, its massive scale (alongside the variability among learners within the scale) leads to some pedagogical issues. This is largely because effective learning at large scale requires huge academic staff workload, which is not feasible to supply in practice. For example, MOOC instructors cannot possibly reply to every learner post in online discussions because participation in discussions at massive scale can easily lead to unmanageable overload of information [5]. Likewise, at large scales instructors cannot keep track of every learner, and therefore cannot provide timely formative feedback tailored to learners’ distinct learning needs [6]. Learning analytics has been explored to offer mechanisms for providing personalized feedback in large courses [7]. Besides learning analytics, one common pedagogical solution to this issue has been the use of peer reviews [8].

Peer review is a reciprocal process, in which learners review the quality of peers’ work while receiving a review from others on their own work [9]. Peer review has been already used extensively in classroom and online environments prior to MOOCs [10], [11], and the literature has been quite informative in demonstrating its learning benefits. Peer reviews have been often employed in MOOCs as an approach to assessing large numbers of learning artifacts [12]. However, its implementation at massive scale faces some challenges, limiting its benefits for learning. One important challenge is low participation in peer reviews [13], [14], which is not very surprising given the lack of instructor facilitation, diversity among MOOC learners, and high dropout rates. Low student participation can drastically hurt the effectiveness of peer reviews, resulting in a considerable number of student works with neither feedback to improve their work and learning nor a grade. Thus, Peer reviews bring certain capacities at large scales that are otherwise impractical. However, their true potential for supporting learning in MOOCs has not been well exploited.

As an attempt to contribute to the existing practice in MOOCs, the present study aims to propose a predictive approach to classify learners based on their expected level of peer-review engagement. In particular, we propose a classification approach to identify if a learner will under-participate in peer reviews or participate as required. Such categorization of learners can inform instructors’ design decisions to mitigate issues related with peer-review implementation at massive scale. For example, some learners may under-participate because they might be actually lagging behind in the course and lack a solid understanding of concepts, and therefore, they may not feel confident in assessing others’ work [14]. Such learners, if given additional time for performing peer reviews, can have the chance to catch up with others and improve their learning, which may lead to an increase in their participation in peer-reviews. Further, when knowing learners’ expected level of participation, instructors can adjust the participation threshold for each learner separately (such as setting a higher threshold for learners who are expected to be highly engaged, and vice versa).

To utilize this approach in real-world practice, the predictions need to be available before the peer review activity takes place. In this concern, it is noticeable that most prediction research in the MOOC literature has instead focused on building models with post-hoc approaches in
which data from an already completed course (or activity) are used to train and validate predictive models [15], [16]. However, these models cannot be built until the target label is known (e.g., after learners had already dropped out), limiting their use in the very same courses from which they originate. The present research work is distinguished from prior research in that it proposes an approach to produce actionable predictions to be used in real-world practice. In particular, we use transfer across courses and in situ learning approaches, [17]–[19] to build a classification model. With both approaches, a prediction model is trained using only the information available at the time of prediction, and then used to make predictions early enough while they are still actionable for instructors’ use. Our work is guided by the following research questions:

- To what extent can previous learner activities predict their engagement levels in peer reviews? What machine learning algorithms provide higher accuracy?
- Can the classification model that is trained on the preceding week’s data perform well on the subsequent week (i.e., the performance of in situ learning)?
- Can the classification model that is trained using a completed course perform well on a new one (i.e., the performance of transferring across courses)?

The remainder of the paper is organized as follows. First, related work on peer reviews as well as on transfer across courses and in situ learning in the MOOC literature are presented. Then, the course datasets used to conduct this study are described, and their overall characteristics are discussed. Later, in the methods section, the features generated for building the classification models are described, and the approaches employed in building the models are presented. The last two sections present the results, discuss the findings, and suggest future research based on the limitations of the current work.

2 Related Work

2.1 Previous Research on Peer Reviews in MOOCs

The research on peer reviews in MOOC contexts has been diverse, however, heavily weighted towards the reliability and the validity of grading involved in peer reviews [8], [20]–[22]. Most of these studies have proposed mathematical models as an attempt to remove the noise in peer grading, resulting from the lack of expertise among assessors, and therefore improve its validity [8], [21]–[25]. Differently, the authors in [20] explored how different qualities of rubrics (used to guide the review process) could potentially improve the validity of peer grading. According to the findings, when the rubrics were improved with parallel sentence structures and unambiguous wording, an increase in agreement between peer-staff scores was observed, showing the importance of clear and well-communicated rubrics to achieve accurate peer grading. More recently in this category of research, the authors in [26] argued that peer assessment is a valid way to assess MOOC learners’ performances as they found a significant correlation between scores of peer grading and learners’ final exam scores.

Some other studies have explored the relationship between peer-review engagement and student learning. According to [12], peer-to-peer interactions through peer assessments enhance learners’ understanding of concepts, and likewise the authors in [27], [28] found that engagement in peer-assessment tasks are strong determinants of learners’ subsequent progress and performance. On the other hand, [14] reported that when learners have a good understanding of the concepts, then they are likely to not only review more peer work but also provide higher quality of feedback in their reviews. Thus, these studies suggest a reciprocal relationship: peer-review engagement enhances student learning, and at the same time, learners with a good understanding of concepts engage in peer-reviews with higher quality and quantity. Adding to these findings, the authors in [29] noted that high-achiever reviewers provide higher quality of feedback that help learners improve their performance significantly in the follow-up assignment. Moreover, some studies [14], [28] have investigated the influence of learners’ demographic characteristics on their peer-review engagement and identified the geographic origin, employment status, education level, and weekly availability as the key factors. Last, in our previous work [13] we have focused on the prediction of the number of peer works that learners will review using machine learning regression algorithms. Although a certain degree of accuracy was obtained, the prediction models were trained using post-hoc methods, leading to minor practical use, and the data was highly imbalanced (in terms of class label distributions), creating bias in the predictions.

It is apparent that the literature thus far has made some significant contributions to peer-review practice in MOOCs. However, none of the previous studies have focused on proposing a solution to assist instructors in ongoing MOOCs in mitigating the problem of low learner engagement in peer reviews at large scales. Differently, and possibly complementary to the former studies, the current study aims to mitigate this issue by building a prediction model for early classification of learners based on their engagement-levels in peer reviews. As opposed to post-hoc prediction models, widely used in the MOOC literature, we propose a model that is operational for instructors’ use in ongoing MOOCs. For this purpose, we take advantage of transfer across courses and in situ learning as described in the following section.

2.2 Transfer Across Courses and In-Situ Learning in MOOC Research

Most research on predictions within the context of MOOCs is devoted to dropout and performance prediction and uses data from a single past course to build and test predictive models with post-hoc approaches [30]. However, these approaches are not valid for real-world use since
training of the models requires labels that would not be available yet in real practice at the time when predictions are required by instructors [17]–[19], [30]. For example, the dropout prediction models proposed in [15], [16] are used to predict if a learner will drop out before the end of a course using models that were trained with labels that can only be obtained once the course is over. Thus, they could not be applied in real-world practice.

To overcome the limitations of post-hoc approaches, several works explored the use of the transfer across courses approach, in which a prediction model is built using a completed MOOC and then used for designing interventions in a follow-up MOOC [17], [31]. MOOCs themselves indeed offer distinct opportunities that make transfer learning an advantageous approach (e.g., transferring across re-runs of the same course, or across courses from the same domain or with similar instructional design) [17]. Nevertheless, there are not many studies that have investigated the potentials of transfer across MOOCs in comparison to post-hoc prediction approaches. Authors in [31] and [32] have tested the transferability of a dropout prediction model across different MOOCs. The results were quite promising, showing that different courses could be used to train a model to make predictions in another course. An increase in the accuracy of the predictions was noted when multiple courses were used to train the models, or when the training set was calibrated (e.g., maintain the learners in the training data that are more similar to the learners in the target course). Complementary to these findings, a recent study [19] has indicated that training a model on many other courses might lead to more accurate models compared to training on a course from the same discipline.

Different from transferring models across different MOOCs, the authors in [17] have proposed the in situ learning approach that allows training a model based on proxy labels (e.g., students are considered dropout if they have no interactions for a specific week [33]) and using this model when the prediction is needed for some intervention while the course is still continuing. A few studies have investigated the use of in situ learning in MOOCs. For example, in [18], [34], the researchers used in situ learning to predict if there will be a decrease in learner engagement at the end of a particular chapter (e.g., chapter 4) using the model trained on the preceding chapter data (e.g. chapter 3). Some other researchers [17], [19], [33] have tested in situ learning for building dropout prediction models that are transferable across different weeks within the same course and compared its performance with conventional transfer learning (using past courses). Both studies reported higher accuracy with in situ learning compared to transferring across courses. Thus, in situ learning could be a preferable technique over transferring between courses as it does not require different course data while producing accurate results.

Although, transfer across courses and in situ learning can provide actionable information for creating real-world interventions, their use is very limited in MOOC prediction research [30], and they have never been applied to peer review prediction. The current study uses both approaches to investigate their potentials for transferring prediction models for predicting peer-review engagement-level.

### TABLE 1. SUMMARY OF THE COURSES IN TERMS OF ENROLLMENT, ASSIGNMENT, DISCUSSION, AND QUIZ ACTIVITIES

<table>
<thead>
<tr>
<th></th>
<th>Course#1</th>
<th>Course#2</th>
<th>Course#3</th>
</tr>
</thead>
<tbody>
<tr>
<td># of enrollments</td>
<td>3567</td>
<td>3632</td>
<td>5248</td>
</tr>
<tr>
<td># of assignments</td>
<td>4</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td># of assignment submissions</td>
<td>2360</td>
<td>2015</td>
<td>1571</td>
</tr>
<tr>
<td># of assignment submissions</td>
<td>2488</td>
<td>2874</td>
<td>1671</td>
</tr>
<tr>
<td># of peer reviews</td>
<td>5853</td>
<td>8006</td>
<td>2884</td>
</tr>
<tr>
<td># of discussion topics</td>
<td>25</td>
<td>35</td>
<td>97</td>
</tr>
<tr>
<td># of discussion entries</td>
<td>1249</td>
<td>2347</td>
<td>4852</td>
</tr>
<tr>
<td># of quizzes</td>
<td>21</td>
<td>36</td>
<td>3</td>
</tr>
<tr>
<td># of quiz submissions</td>
<td>14378</td>
<td>49837</td>
<td>1356</td>
</tr>
<tr>
<td># of quiz submissions</td>
<td>19253</td>
<td>82266</td>
<td>1419</td>
</tr>
</tbody>
</table>

* including learners’ multiple submissions on the same assignment or quiz.

### 3 Datasets

We have explored the Canvas Network repository shared in Harvard Dataverse¹ to determine proper courses to be used in the current research work. According to the Canvas Network Data Usage Agreement², the researchers of this work, who are the downloader of the data, are permitted to use this dataset for academic research and publication purposes. Three courses³ were identified to carry out this research as they contain consistent data regarding peer reviews, and they were from the Business and Management domain as identified from the metadata about the course provided in the course data table.

All course data at hand were de-identified for privacy concerns by the publisher before their release. De-identification involved the removal of all textual information about the course (e.g., name of the discussion forums, assignment descriptions, discussion entries, etc.). The Canvas Network Data Usage Agreement prohibits to “produce connections or links among the information” and “extract information from the [dataset]”. Therefore, no information regarding the learning design of the courses was known to the researchers. Nonetheless, in order to gain an overall insight into these courses, quantitative information regarding the number of enrollments as well as assignment, discussion, and quiz activities (which were the core components of three courses as inferred from the data at hand) were extracted. Summary of these information is provided in Table 1.

¹https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/XB21U
²https://drive.google.com/file/d/0B5ghu5Vrh80jYT1SdTRxVUGf0nc/view
³Course IDs are: Course #1: 770000832960949, course #2: 770000832945397, and course #3: 770000832945322.
The basic statistics given in Table 1 may provide some useful insights into the courses. To begin with, course #1 and course #2 have exactly 4 assignments, and the number of submissions in these assignments are very close, which is parallel to the similarity between their enrollments. In comparison, course #3 contains more assignments yet less submissions in total even though it has the highest number of enrollments. These numbers may suggest that learner engagement in course #3 was problematic. Second, course #3 involved 7 assignments (and peer reviews) in comparison to course #1 and course #2 which involved four assignments in total to be reviewed by students. Therefore, it might have been more difficult to persist and complete all the activities in course #3. Moreover, compared to course #1, course #2 contains more discussion topics and quizzes, which is a probable reason for the higher number of discussion entries and quiz submissions. In particular, learners in course #2 seem to have an intense participation in quizzes. Also, learners in course #2 seem to have an intense participation in quizzes. Furthermore, having 97 discussion topics and 4852 entries, the discussion forum seems to be a critical component of the learning design in course #3, whereas quizzes do not seem to be an integral component of learning: only three quizzes existed in this course.

In summary, course #1 and course #2 seem to have a similar design in comparison to course #3, which uses discussions heavily while having less focus on quizzes. Additionally, learner engagement in course #2 seems to be the highest whilst there is limited engagement in course #3. However, it is noteworthy that we cannot possibly have a 100% confidence on the design details of course components. For example, based on the data at hand, we cannot be sure about the types of the questions included in the quizzes (e.g., multiple-choice questions).

Besides the statistics mentioned above, we have examined learners’ peer-review participation in each course, which is the variable of interest in the current study. There was one peer-review session per assignment in all courses (e.g., the first peer reviews for the first assignments, the second peer reviews for the second assignments, and so on). Using histograms, Figure 1 presents the overall participation in each peer-review session in their temporal order (from the first session till the last one). Mean and standard deviation scores are provided below histograms.

According to Figure 1, most of the learners in each course seem to review a certain number of peer works, which is 3 in course #1 and course #3, and 4 in course #2. These numbers are likely to be the level of participation expected from learners in the corresponding course, and as discussed previously, they will be used as thresholds to identify learners who are likely to under-participate in peer reviews versus learners who are likely to do as required. Moreover, learners’ peer-review participation in all three courses seem to decrease as the semester progresses. The sharpest decrease was observed in course #3. One exception to this trend is that in course #2 the lowest participation in peer reviews was during the first session.

In course #1 and course #2, there was a clear separation among the time periods during which peer reviews for different assignments were performed. On the other hand, in course #3 there were many overlaps over these time periods due to the wide distributions of peer reviews over time. The peer views made after the due dates are regarded as no participation, since from instructors’ point of view, knowing whether a learner will timely perform peer reviews might have more practical value than knowing whether a learner will eventually review peers’ work. Dropping the late reviews has yielded many useful insights into the courses. To begin with, course #1, (b) course #2, and (c) course #3.

Figure 1. Learner participation in each peer-review session for (a) course #1, (b) course #2, and (c) course #3.
4 Method

4.1 Feature Generation

Given that the current prediction task is about learners’ peer-review participation, we focus on identifying aspects of learner activities in the course that could be somehow related to their peer-review participation. According to literature on peer reviews in MOOCs, there exists a strong relationship between learners’ overall engagement and success in MOOCs and their peer-review participation [27], [28]. Therefore, we focus on generating features that are indicative of learners’ performance and engagement in the core components of the courses, which are discussions, quizzes, assignments, and peer reviews. The list of the features generated are given in Table 2.

Most of these features (or very similar ones) have been already used in previous research as indicators of engagement [18], [35]. Indeed, in our preceding work [13] many of them were found to hold a predictive capacity on a similar task. Since the courses were completely de-identified, the learning design and the pedagogical intentions were unknown. As a result, such course information was not used to inform the feature selection. The features were computed using learner activity data accumulated starting from the first day of the course until the due date of the assignment for which learners’ peer-review participation levels are predicted.

<table>
<thead>
<tr>
<th>TABLE 2. FEATURES GENERATED FOR ALL COURSES</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Discussion features</strong></td>
</tr>
<tr>
<td>x1: disc_count</td>
</tr>
<tr>
<td>x2: disc_charcount_mean</td>
</tr>
<tr>
<td>x3: disc_charcount_ttl</td>
</tr>
<tr>
<td>x4: disc_depth_mean</td>
</tr>
<tr>
<td>x5: disc_wordcount_mean</td>
</tr>
<tr>
<td>x6: disc_wordcount_ttl</td>
</tr>
<tr>
<td><strong>Quiz features</strong></td>
</tr>
<tr>
<td>x7: finished_quiz_how_early</td>
</tr>
<tr>
<td>x8: quiz_scores_mean</td>
</tr>
<tr>
<td>x9: quiz_scores_ttl</td>
</tr>
<tr>
<td>x10: quiz_timespent_mean</td>
</tr>
<tr>
<td>x11: quiz_timespent_ttl</td>
</tr>
<tr>
<td>x12: quiz_total_attempts_mean</td>
</tr>
<tr>
<td>x13: quiz_total_attempts_ttl</td>
</tr>
<tr>
<td>x14: uncomp_quiz_count</td>
</tr>
<tr>
<td><strong>Assignment features</strong></td>
</tr>
<tr>
<td>x15: assign_attempt</td>
</tr>
<tr>
<td>x16: assign_score</td>
</tr>
<tr>
<td>x17: assign_submt_how_early</td>
</tr>
<tr>
<td><strong>Peer-review features</strong></td>
</tr>
<tr>
<td>x18: pr_unique_count</td>
</tr>
<tr>
<td>x19: message_size_ttl</td>
</tr>
<tr>
<td>x20: message_size_avg</td>
</tr>
<tr>
<td>x21: pr_timespent_ttl</td>
</tr>
<tr>
<td>x22: pr_timespent_avg</td>
</tr>
<tr>
<td>x23: message_size_multby_timespent</td>
</tr>
<tr>
<td>x24: pr_days_after_assig_subm</td>
</tr>
</tbody>
</table>

4.2 Prediction Models

4.2.1 Overall characteristics of the prediction models

Three popular machine learning algorithms, Logistic Regression, Random Forests, and Multi-Layer Neural Networks, were used as the classifier. These algorithms have been effective in various classification tasks in the MOOC literature [18], [36]–[38]. The hyper parameters of estimators in all algorithms were tuned using (stratified 10-fold) cross-validated grid-search over a parameter grid. All features were standardized before they were used for training and testing the models. For training the models, we employed three different paradigms mentioned by Whitehill and his colleagues [33]: training on same course (post-hoc), training on other courses (transfer across courses), and training with proxy labels (in situ).

4.2.2 Training on the same course (post-hoc)

This paradigm involves using the class labels from a completed course (or activity) to train a model first and then test its performance. This approach has no utility in an ongoing MOOC since the class labels (e.g., peer-review participation data) need to be known beforehand to train the models, which are however only available after the activity is completed (e.g., waiting until peer reviews are over). However, post-hoc models can be transferred to future courses for a possible real-world use (see section 4.2.3).

In this study, cross validation (CV) is used to evaluate the generalizability of post-hoc models to unseen data. In CV, the whole data is divided into equal chunks (called folds) [39]. Then, one of the folds is reserved for testing while the rest is used for training the model, and this process is repeated until each fold is once used as test set (e.g., 10-fold CV require 10 rounds of training and testing). We apply stratified 10-fold CV to each peer-review session in each course. In Figure 2, the use of 10-fold CV is illustrated for the second peer reviews.

Accuracy obtained with post-hoc training is likely to be
optimistic as a single dataset is used for training and testing [17]. However, this approach can serve as a point of reference to contrast with other training paradigms.

However, this approach can serve as a point of reference to contrast with other training paradigms.

4.2.3 Training on other courses (transfer across courses)

The current research aims to transfer models across courses and follows two specific methods for this purpose. The first method involves training a model per each peer-review session separately in one course and use each model to make a prediction in the corresponding peer-review session of another course. This approach obliges that the courses for transferring between should have a similar structure. Course #1 and course #2 indeed share structural similarity in the way peer-review sessions were organized: both courses contain four peer-review sessions with a one-week interval between each consecutive session. Therefore, we attempt to transfer models trained between course #1 and course #2 (and discarded course #3). To illustrate transferring per session between courses, Figure 3 depicts two example scenarios. In the first example, a model is built based on the data from the first peer reviews in course #1 (features1_1 and pr1_1 class labels) to predict learners’ peer-review engagement levels on the due date of assignment #1 (due1_2) in course #2, just before the peer reviews (pr1_2) start. The second example is identical to the first one except that it is about predicting for the second peer reviews.

In the second method, (transferring per course), a single model is trained on the whole data from one course and this trained model is used to make separate predictions for each peer-review session in the other course instead of training separate models per each session. Data regarding the first sessions were excluded since they do not contain past peer-review activities, differently from the remaining sessions. Transferring per course is applied reciprocally among course #1, course #2, and course #3. Note that when using both transfer per session and full course transfer in real practice, the transfer can only happen from older courses (completed) to newer ones (ongoing). To illustrate transferring per course approach, Figure 4 depicts transferring a model from course #1 to course #2.

Transferring a single model across courses is performed in a slightly different way as well: two of these three courses are combined to train a model (instead of using
TABLE 4. AUC SCORES OF PREDICTIONS IN COURSE #1 USING CV AND TRANSFER LEARNING APPROACHES

<table>
<thead>
<tr>
<th></th>
<th>CV</th>
<th>LR</th>
<th>RE</th>
<th>RF</th>
<th>NN</th>
<th>LR</th>
<th>RE</th>
<th>RF</th>
<th>NN</th>
</tr>
</thead>
<tbody>
<tr>
<td>TpS#1</td>
<td>0.635</td>
<td>0.702</td>
<td>0.697</td>
<td>0.703</td>
<td>0.678</td>
<td>0.628</td>
<td>0.702</td>
<td>0.697</td>
<td>0.703</td>
</tr>
<tr>
<td>TpC#1</td>
<td>0.623</td>
<td>0.702</td>
<td>0.697</td>
<td>0.703</td>
<td>0.678</td>
<td>0.628</td>
<td>0.702</td>
<td>0.697</td>
<td>0.703</td>
</tr>
<tr>
<td>TpC#3</td>
<td>0.623</td>
<td>0.702</td>
<td>0.697</td>
<td>0.703</td>
<td>0.678</td>
<td>0.628</td>
<td>0.702</td>
<td>0.697</td>
<td>0.703</td>
</tr>
<tr>
<td>TpC#1&amp;3</td>
<td>0.623</td>
<td>0.702</td>
<td>0.697</td>
<td>0.703</td>
<td>0.678</td>
<td>0.628</td>
<td>0.702</td>
<td>0.697</td>
<td>0.703</td>
</tr>
</tbody>
</table>

5 RESULTS

To compare the performances of all models, the accuracy scores are put together in a single table, and the results are presented in Table 5 for course #1. Among the three algorithms (i.e., LR, RE, and NN), Table 5 presents the highest accuracy scores, the results are presented per research question as follows.

4.2.4 Assessment of Model Performance

The last training approach is in situ learning, which allows it to work in the literature. AUC, commonly used metric with 100% predictive power (i.e., no different than a random classifier), whereas in situ learning with the use of the current task, the test set consists of the features (data that emerged during the assignment due). The same model is used to classify learners based on their expected level of engagement in reviewing peers' submissions. The same MOOC was used as the test set, and the latter as the test set for all three courses. The results are presented per research question as follows.

4.3 Assessment of Model Performance

Models were evaluated using error under the curve (AUC score) as performance metric 

\[ \text{AUC} \]

The AUC score of a classifier refers to the likelihood of ranking a randomly chosen positive example higher than a randomly chosen negative example. AUC, a commonly used metric in similar tasks, was calculated for all models. A score of 0.5 would indicate a useless classifier (i.e. a random classifier). A score of 1.0 would indicate a perfect classifier (with 100% predictive power, i.e., no different than a random classifier), whereas in situ learning with the use of the current task, the test set consists of the features (data that emerged during the assignment due). The same model is used to classify learners based on their expected level of engagement in reviewing peers' submissions.

4.3.1.3 Transfer Learning and Cross-Course Learning

In general, the categorization of model performance based on AUC scores follows as [42-46]: 91 excellent, 89-89 very good, 87-87 good, 85-86 fair, and 84-6 bad (or lower). Accordingly, the AUC scores for all models were calculated for AUC > 0.7. Table 6 presents a sample of the model accuracy scores for all three courses.

4.3.1.4 Assessing Transfer Learning in Different Contexts

In the prediction, the test set was used as the validation set and the latter as the test set) in all three courses. The last procedure was repeated for all combinations among three courses.
5.1 RQ1: The predictive power of past course activities and the performance of different machine learning algorithms

Regarding the performances achieved with different algorithms, in most cases LR and RF produced more accurate results when compared to NN in all courses. Although LR and RF have performed very similarly, the accuracy achieved with RF was relatively higher in many cases.

A Wilcoxon signed rank test was conducted to identify statistically significant differences among the algorithms. The test results showed that both LR and RF significantly performed better than NN (p < 0.05) whereas there was not a significant performance difference between LR and RF (p = 0.640). These findings were consistent across three courses.

In order to identify the predictive power of the features, feature importance was calculated for the models that were built with RF, which produced the most accurate scores in overall. The importance of the features is automatically computed in RF implementation of Scikit-Learn [48]. The most important 10 features identified in each model of peer-review prediction (in all courses) are merged into a single list as shown in Table 6, leading to 22-23 features in total. These features are ordered by how often they appeared in the top ten list across all models. According to results, features derived from students’ past peer-review engagement data, corresponding to 9 features, were the most predictive consistently in all courses and in all peer review sessions (except the first ones without a past peer review activity). Among those, the total amount of time spent on peer review was the most important feature.

Moreover, two assignment-related features were found to be predictive in many models (particularly, in the first two courses). Almost all quiz-related features were predictive, especially when building the models for the first peer reviews, in which features derived from past peer-review activities was not available. In particular, how much time students spent on the quizzes and how soon (or late) they took the quiz before the peer-reviewed assignment were
more significant. Among the three courses, quiz-related features were barely predictive in the second course. Last, discussion-related features were found to be predictive in relatively less models. These features were more significant in the first peer-review sessions.

5.2 RQ2: The performance of in situ learning approach

In situ learning technique was applied to predict engagement-levels in peer reviews using the models trained on preceding peer-review activity data in the three. This technique was used starting from the second review sessions (i.e., the earliest session with past peer-review data available).

The in situ learning approach yielded models mostly with good and very good accuracy levels (particularly in later predictions) and some with fair level of accuracy (particularly in earlier predictions). Predictions were the most accurate for the 2\textsuperscript{nd} peer reviews in all courses, where the models did not include the features about past peer-review activities. The most accurate predictions were achieved in the first course, while the least accurate ones were in the third course. In all courses, the accuracy increased across peer-review sessions. LR and RF were the best performing algorithms in all cases. In situ in situ

5.3 RQ3: The performance of transferring models across courses

Models were transferred across courses in two manners. First, regarding the transferring per session, accuracies were the lowest when transferring the models between the first peer-review sessions across courses. However, the predictions were accurate starting from the second peer reviews with an increasing performance in each subsequent review session. In general, the models performed generally very good in course #1 and good in course #2 (except for the first peer reviews in both courses). Comparing with the in situ approach, transferring per session produced slightly more accurate predictions in the second peer-review sessions, whereas in the later sessions the predictions with in situ approach were slightly more accurate. These results were observed in both courses #1 and #2.

Second, regarding the transfer of models trained on an entire course to other courses, the accuracies were not consistent. The transfers between course #1 and course #2 yielded good or very good accuracy levels (with model transferred from course #2 being slightly more accurate). The transfer from course #3 to course #1 produced accurate predictions that are however slightly lower than those obtained with transferring from course #2. The results were very similar when the transfer was from course #3 to course #2 (i.e., accuracies were good in general but lower than those obtained with transferring from course #1). In all courses, the transferred models performed slightly better in each subsequent peer-review session.

Moreover, considering the cases where the transfer was based on two courses combined (e.g., training a model on course #1 and course #2 data together, and transferring it to course #3) the accuracies of predictions were quite similar to those obtained with models trained on one course dataset.

6 Discussion

The discussion of the results is presented per each research question separately as follows.

6.1 RQ1: The predictive power of past course activities and the performance of different machine learning algorithms

According to the analysis of feature importance, almost all features included in the models, (i.e., 21-23 (see Table 6) out of 24 (see Table 2) demonstrated some predictive power. That is, the features used to build the prediction models are highly relevant to the current classification task. Unsurprisingly, past peer-review activities were the most powerful to predict the future peer-review engagement. This finding is consistent with the literature reporting high predictive power of engagement indicators of past activities (e.g., submission history) that are directly related to the target activity (final exam or dropout) [35]. Therefore, the features about past peer-review activities were the ones with the highest capacity to generalize across peer-review sessions and across courses.

Although they were predictive in the first peer reviews, the importance of the rest of the features was rather inconsistent across courses. For example, quiz scores did not demonstrate a predictive capacity in the third course, while they were more significant in the second course. Similarly, number of discussion counts did not matter in the first course, whereas they were predictive in several models in the third course. We argue that this inconsistency is associated with the different learning design applied in each course [49]. That is, for example, the way discussion forums are used pedagogically and connected with the peer-reviewed activity may differ from one course to another, which may create a weaker/stronger association between student engagement in discussions and the peer reviews.

Regarding the poor performance of NN, relatively low sample size might have played a role. The reason why LR produced accurate results could be that there was a rather simple linear relationship between the features and the target variable. It is noteworthy that at each subsequent prediction, the AUC scores increased with each algorithm, which is probably due to the noise caused by samplers and strong starters [50]. That is, there were quite many learners early in the courses who were exploring the course pages with inconsistent behavior and most of these learners probably dropped out in the following weeks.

6.2 RQ2: The performance of in situ learning approach

According to the results regarding in situ learning, the model built on activities prior to the current peer-review
session performs almost as good as the model that could be eventually built once the peer-review session is over (which is only feasible in a post-hoc analysis such as CV, but not in real practice). The high accuracy achieved with in situ learning is in congruence with the results regarding feature importance. That is, the predictive power of past peer-review activities was an indicator of their capacity to be used as a proxy label to train models with in situ learning.

The advantage of in situ over transferring between courses is that it does not require any data from past MOOCs, and it can be still used in an ongoing MOOC to generate operational predictions. However, this approach is limited in terms of predicting the participation in the first peer-review session since it is mandatory to have a past peer-review data for training a model. Therefore, no prediction accuracy was reported for the first peer reviews when using in situ learning. Another disadvantage is that the models trained on the data from the first peer-review sessions were lacking features regarding learners’ past peer-review activities, therefore they had limited capacity in predicting participation in the second sessions. These limitations were less adverse in course #3, where there were relatively higher number of peer-review sessions.

6.3 RQ3: The performance of transferring models across courses

According to the results, the models transferred between the matching peer-review sessions of course #1 and #2 were able to accurately predict student engagement in peer reviews. However, the transfer between the first sessions of these courses, in which the model lacked the peer-review features, was not successful.

Transferring per session produced more accurate results in the second peer reviews in comparison to those with in situ learning. This was probably because the models transferred included the features about past peer-review activities whereas those trained with in situ learning on the first peer-review activity data lacked these features. Thus, the technique of transferring the models per session across courses can be more advantageous than in situ learning when predicting engagement in early activities since it allows to incorporate more features in the model.

The transfer of the models trained on the whole course data yielded accurate predictions. However, the accuracy was slightly different depending on the courses. For example, a higher predictive power with transfers between course #1 and course #2 versus course #3 was achieved. This result might be due to the fact that course #1 and course #2 have a similar course structure, and therefore they might share some commonalities in their learning designs, whereas course #3 was identified to have rather different design. Moreover, considering the cases where the transfer was based on two courses combined (e.g., training a model on course #1 and course #2 data together, and transferring it to course #3) the accuracies of predictions were quite similar to those obtained with models trained on one course dataset. As derived from the comprehensive analysis of the available anonymized data (see section 6 Dataset for a detailed discussion), these are different courses (i.e., not replication of the same course). These results suggest that there is a great potential to utilize for transferring predictive models across different MOOC contexts. Previous research has noted similar findings when models derived from different MOOCs are used for dropout prediction in another MOOC [19].

7 Implications

7.1 Implications for Pedagogy

The predictions produced by the classification models presented in this work could be used in numerous ways to support the pedagogy of an ongoing MOOC. However, only the course instructors could precisely identify the uses of these predictions based on the contextual factors and pedagogical needs. The decision on how to use the predictions could depend on the perspective and goals of the instructor, who may opt to personalize the learning path of the learners [51] or to gamify some learners’ learning experience to increase their participation in some activities [52], [53] or who may decide to take actions that favor the global performance without differentiating student groups. Nonetheless, we provide several ideas to demonstrate the potential uses of the predictions in practice. For example, based on learners’ predicted level of peer-review participation, the match between peers could be improved to ensure that every learner receives a feedback on their work, which is crucial to their learning process [54]. A mathematical model could be developed based on each learner’s probability of performing a peer review (ranging between 0.0-1.0), and this model would allow instructor to determine the minimum probability (PR) that a learner submission will receive at least a peer review. This model could be simply based on the following formula:

\[ PR = 1 - (1 - p_1) \times (1 - p_2) \times \ldots \times (1 - p_n) = 1 - \prod_{i=1}^{n} (1 - p_i) \]

Where \( p \) is the probability that a learner will perform a peer review, and \( n \) is the number of learners assigned to calculate the PR of the intended peer-review session.

For example, the instructor may require that each submission should be reviewed at least by 1 peer with a probability of 95%. In this case, this model could be employed to automatically identify \( n \) peers with the desired \( p \) values so that the 95% of PR value could be obtained. The instructor should be aware that 1-PR (i.e., 5%) of submissions may not receive any reviews, and they would need to be addressed somehow (e.g., assigning them to learners who have already done at least 1 review).

The proposal above illustrates only one potential use of the information provided by the predictor, but many other uses could be envisioned, depending on the issues that concern the instructor the most. For example, if the predictions suggest a critically low participation in peer reviews, the instructor could attempt to identify the reasons for low interest in peer reviews, and then take some actions to increase learners'
motivation in reviewing a peer work (like making them mandatory to obtain the certification or introducing gamification incentives). Besides the potential of the proposed classification approach to improve the existing peer-review practice in MOOCs, it can also help improve the learning design of MOOCs depending on the objective of the intervention as well as the transferring approach used. For example, with the goal of improving the learning design, an instructor may decide to change a particular assignment completely and add some exercises prior to the assignment in the re-run of a previous MOOC. Whether these changes will have the desired influence (or not) can be identified with the help of a classification model trained on the data from the initial run of the course. The instructor can obtain learners’ expected level of participation before the actual peer reviews start, make a comparison, and decide if any further changes are needed. Similarly, transferring over weeks of the same course might offer such benefits. For example, predictions indicating low-level of peer-review participation may actually suggest some problems rooted in the learning design of the current learning module. After revisiting the module (e.g., reviewing the examples provided, reading learners’ discussions), the instructor may identify some issues (lack of supplementary learning materials) and resolve them.

7.2 Implications for Theory and Design

In the current study, the models transferred between MOOCs with relatively similar learning design led to more accurate results. One theoretical implication of this finding is that the performance of machine learning models transferred across different MOOCs is closely associated with the match between the learning designs. If this match is stronger, then the models transferred produce more accurate predictions. This is about the way learning design shapes how students may engage and interact with different components of a course. For instance, a discussion forum may involve instructor to play a central role or to act as a facilitator to promote peer interactions depending on the pedagogical intentions, which may result in distinct student behavior (and engagement data) in both cases [55]. However, if different courses adopt a similar pedagogical intention in their discussion forums, the way students engage in them might be alike and may lead to engagement indicators with similar predictive capacity. That is, learning design is an important factor to consider when transferring predictive models across different courses.

A related implication is about the way open data is published. The data used in this study was lacking details about the learning designs of the course. This issue of lacking context in educational data draws a particular attention to current practice in sharing educational data publicly. As noted in the current study, research on educational data that lacks the pedagogical context is likely to lead to relatively speculative findings from which the learning design is detached. Therefore, decision-makers on data sharing should consider including information regarding learning design and context. In line with this argument, there have been growing efforts toward open science and data sharing [56].

Given the role of learning design, another important implication is that instructors might be involved in the design process of predictive models. With instructor input, a richer set of features could be generated that may have a higher predictive power. Collaboration with instructors may also produce a predictive analytics solution that aligns better with contextual needs. Additionally, when involved in the process, instructors may be inclined to use the actionable models to improve their teaching practice. Several research highlighted the benefits emerging from involving instructors in the loop of designing predictive models [35], [49].

8 Conclusions and Future Work

This study has presented a novel approach for classifying MOOC learners based on their expected level of engagement in peer reviews. The results have shown that with transfer across courses and in situ learning approaches in the current classification task can produce predictions that are accurate and actionable for using in real practice. Therefore, this approach can be incorporated into real MOOC contexts to produce actionable information (e.g., classification of learners based on their expected level of participation in peer reviews) at the time when instructors need it and still can use it. In this way, instructors can take some remedial actions to mitigate emerging problems and also improve the learning design of their courses. For example, they can use these predictions to improve participation in peer reviews or design effective collaborative learning activities.

The approaches used in this work can be implemented in other MOOC contexts for different prediction tasks. For example, in a MOOC where there exist several exams (or quizzes), in situ approach could be utilized to predict in real time if learners will pass or fail an upcoming exam. Similarly, a model could be trained from another MOOC (with similar course design) and transferred to the new context to train a model for such a prediction. In Figure 3-5, we have provided illustration regarding the application of these machine learning techniques to guide the future researchers in employing them in their own studies.

However, one limitation of this work is that the research was conducted in decontextualized MOOCs; therefore, the predictive models lack the understanding of the learning design and the context. As a follow-up research, we plan to study the proposed classification approach in courses where the pedagogical context is known so that the learning design and the predictive analytics are informed by each other. Related to this follow-up work, we also plan to collaborate with MOOC instructors to explore the possible uses of the actionable information offered by the prediction approach and study its impact. Furthermore, as noted in previous research [28], [37], demographic information about learners can be highly associated with learners’ peer-review engagement; however, such information was missing in the current study. Therefore, in the next phase of this research line, we plan to administer a survey to collect some demographic information from learners (e.g., employment status, education level, etc.) and create
additional features from this information to improve the prediction performance. Moreover, the current study can motivate some future research on collaborative learning at large scales. In this regard, we plan to integrate the current work with previous group formation approaches [57], and examine its effectiveness in building collaborative teams. Last, we have used AUC as the performance metric to overcome the bias introduced by imbalanced data. Future research should explore other approaches such as subsampling to overcome problems about imbalanced data.
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